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  # McKernel

McKernel: A Library for Approximate Kernel Expansions in Log-linear Time.
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In order to reproduce the code, please enter the folder lg, sdd+ or standard and follow the instructions on the README. For compilation it is only necessary to invoke make (and therefore run the makefile) on the given example folder and then run the executable. For an example on how to run the experiments, see the capsule on Code Ocean ([doi.org/10.24433/CO.3851581.v1](https://doi.org/10.24433/CO.3851581.v1)) where MNIST and FASHION-MNIST have already been loaded and a main script to compile and test all examples is given; output of the compilation can be seen on the folder results.


Abstract

The library explores the applicability of the Hadamard as an input modulator for problems of classification. It
introduces a framework in C++ to use kernel approximates in the mini-batch setting with Stochastic Gradient
Descent. The algorithm requires to compute the product of matrices Walsh Hadamard. A free-standing cache
friendly Fast Walsh Hadamard that achieves compelling speed is provided, as well as a lightweight efficient CPU
implementation of the method for research and practical purposes alike.
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Dependencies

McKernel is written entirely in C++ with no additional prerequisites than a minimal setup on Ubuntu, which is ideal for developing applications on devices that require little memory footprint and minimal codebase such as embedded systems or unmanned aerial vehicles.
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Change Log

Version 2.2, released on 06/06/2019.

Version 2.1, released on 04/06/2019.

Version 2.0, released on 26/03/2019.

Version 1.1, released on 24/01/2019.

Version 1.0, released on 12/05/2018.



File Information


	Standard (mckernel/standard).
- Library McKernel.


	Standard+ (mckernel/sdd+).
- Library McKernel. Pseudo-random numbers generated with functions of hashing. Suitable for distributed applications. Recommended.


	Learning (mckernel/lg).
- DL framework to reproduce experiments in the paper.






Documentation (automatically generated with Doxygen)


	McKernel (documentation/mckernel/html/index.html).


	lg (documentation/lg/html/index.html).
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  // Original Source Code by Meroni.
// https://github.com/Flowx08/artificial_intelligence
// Modified by Curtó & Zarza.
// c@decurto.tw z@dezarza.tw


Deep Learning

C++ DL framework (with GPU support) & other ML algorithms


Operations for Deep Learning


	Convolution


	Dropout


	Softmax


	Recurrent


	Linear


	Sigmoid, Tanh, Relu, Selu


	Layer normalization


	Addition


	Concatenation


	Maxpooling


	Averagepooling


	ResidualBlock


	Autoencoder


	L1 and L2 regularizations


	Gradient clipping






NN optimizers


	Stochastic gradient descent with minibatch and momentum


	Direct feedback alignment






Other ML algorithms


	linear regression


	logistic regression






Visualization


	Bitmap class for loading, saving and processing multiple image formats


	Fast visualization namespace for data







License

MIT License

Copyright (c) 2015 Carlo Meroni

Permission is hereby granted, free of charge, to any person obtaining a copy
of this software and associated documentation files (the “Software”), to deal
in the Software without restriction, including without limitation the rights
to use, copy, modify, merge, publish, distribute, sublicense, and/or sell
copies of the Software, and to permit persons to whom the Software is
furnished to do so, subject to the following conditions:

The above copyright notice and this permission notice shall be included in
all copies or substantial portions of the Software.

THE SOFTWARE IS PROVIDED “AS IS”, WITHOUT WARRANTY OF ANY KIND, EXPRESS OR
IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE
AUTHORS OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR OTHER
LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR OTHERWISE, ARISING FROM,
OUT OF OR IN CONNECTION WITH THE SOFTWARE OR THE USE OR OTHER DEALINGS IN
THE SOFTWARE.
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